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1
3D VIDEO CAMERA USING PLURAL LENSES
AND SENSORS HAVING DIFFERENT
RESOLUTIONS AND/OR QUALITIES

This application claims the benefit of Taiwan application
Serial No. 100114159, filed Apr. 22, 2011, the subject matter
of which is incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates in general to a three-dimensional
(3D) video camera and associated control method, and more
particularly, to a 3D video camera comprising a plurality of
camera lenses of different grades and associated control
method.

2. Description of the Related Art

As a result of the popularity of 3D movies, related prod-
ucts, such as 3D televisions, have begun to thrive. However,
due to limited 3D video sources, image processing for con-
verting 2D video to 3D video is emerging to increase the
amount of 3D video content played by 3D televisions. Mean-
while, the amount of 3D video content is also expanding with
the emergence of 3D video cameras and 3D cameras. A 3D
camera is taken as an example in the description below, where
the 3D camera may be a regular 3D camera or a 3D video
camera.

A 3D camera according to the prior art employs two lenses
of a same grade to record image data by simulating human
eyes. FIG. 1 shows a schematic diagram of an image forma-
tion process of a conventional 3D camera. A left camera lens
120 comprises a left lens (1.)122 and a left sensing element
124; a right camera lens 130 comprises a right lens (R)132
and a right sensing element 134. The leftlens (1.)122 forms an
image of an object 100 on the left sensing element 124 and
outputs a left sensing signal; whereas, the right lens (R)132
forms an image of the object 100 on the right sensing element
134 and outputs a right sensing signal.

A left 2D image processing circuit 126 processes the left
sensing signal output by the left sensing element 124 to form
a left eye image 128; a right 2D image processing circuit 136
processes the right sensing signal output by the right sensing
element 134 to form a right eye image 138. A storage device
(not shown) in the 3D camera then stores information of the
left eye image 128 and the right eye image 138 to form a 3D
video. The left eye image 128 and the right eye image 138
may be a single image or continuous images, and have a same
resolution.

It can be seen from the above description that, the conven-
tional 3D camera adopts two sets of camera lenses of an
identical grade when generating the left eye image 128 and
the right eye image 138, and utilizes individual image pro-
cessing circuits to generate the left eye image 128 and the
right image 138. It is to be noted that the left eye image 128
and the right eye image 138 do not affect each other during
formation.

To playback a 3D video with a 3D television, a control
circuit in the 3D television in sequence transmits the left eye
image 128 to a left eye and the right eye image 138 to a right
eye of a viewer; accordingly, the viewer may watch the 3D
video.

A lens of a camera generally consists of a plurality of
optical elements, and an amount of light that penetrates
through the camera lens is controlled by a diaphragm. The
sensing element may be a charge coupled device (CCD) or a
complementary metal oxide semiconductor (CMOS) sensor.
A sophistication of a lens and a resolution of a sensing ele-

10

30

40

45

55

2

ment as well as an image formation capability are all indices
of'a grade of the lens, and a lens of a higher grade is naturally
higher in cost. Therefore, a conventional 3D camera adopting
two lenses of a same grade can be expensive.

SUMMARY OF THE INVENTION

The invention is directed to a 3D video camera and asso-
ciated control method. By utilizing a 3D video camera com-
prising two lenses of different specifications (grades), two
images of different qualities are generated and are combined
to a left eye image and a right eye image of a same quality.

According to an embodiment of the present invention, a 3D
video camera is provided. The 3D video camera comprises a
first camera lens for providing a first sensing signal; a second
camera lens for providing a sensing signal; and an image
processing unit for receiving the first sensing signal and the
second sensing signal to generate a first eye image and a
comparison image, and generating 3D depth information
according to the first eye image and the first comparison
image.

According to another embodiment of the present invention,
a method for controlling a 3D video camera is provided. The
method comprises providing a first eye image according to a
first sensing signal, providing a first comparison image
according to a second sensing signal, and generating 3D
depth information according to the first eye image and the first
comparison image.

The above and other aspects of the invention will become
better understood with regard to the following detailed
description of the preferred but non-limiting embodiments.
The following description is made with reference to the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic view of an image formation process
of a conventional 3D video camera.

FIGS. 2a and 25 are schematic diagrams of image forma-
tion from respective eyes when an object is viewed by the
eyes.

FIGS. 3a, 3b, 3¢ and 3d show a method for determining a
position of an object by utilizing images simultaneously per-
ceived by the both eyes.

FIG. 41is a schematic diagram of a 3D video camera accord-
ing to an embodiment of the present invention.

FIG. 5 is a schematic diagram of an image processing unit
according to an embodiment of the present invention.

FIGS. 6a to 6e¢ illustrate a control method according to an
embodiment of the present invention.

FIG. 7 is a flowchart of a control method for 3D video
according to an embodiment of the present invention.

FIG. 8 is a schematic diagram of an image processing unit
according to another embodiment of the present invention.

FIG. 9 is a schematic diagram of a body controlled game
system implementing the present invention.

FIG. 10 is a schematic diagram of a multi-angle synchro-
nous 3D video camera.

FIG. 11 is a schematic diagram of a 360-degree ring video
camera.

DETAILED DESCRIPTION OF THE INVENTION

Certain differences exist between images presented in a left
eye and a right eye when an object is perceived by the left eye
and the right eye, and a human brain then establishes a three-
dimensional (3D) image according to the images perceived
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by the both eyes. FIGS. 2a and 26 show schematic diagrams
of image formation from respective eyes when an object is
perceived by the both eyes.

When an object is closely located at a position [ right in the
front of the eyes, the object perceived by the left eye is located
at a right side of the left-eye visual range, and the object
perceived by the right eye is located at a left side of the
right-eye visual range. As the object continues to move away
from the eyes, the object perceived by the left and right eyes
gradually move towards to the center. Supposing the image
perceived by the left and right eyes are identical when the
object is at a position 11, i.e., the image is at the center, the
position II is then regarded as a reference distance. As the
object continues to move away from the eyes, the object
perceived by the left eye becomes at a left side of the left-eye
visual range, and the object perceived by the right eye
becomes at a right side of the right-eye visual range.

Based on the abovementioned features, a concept of 3D
depth is developed. FIGS. 3a, 34, 3¢, and 3d illustrate a
method for determining a position of an object by utilizing
images simultaneously perceived by the both eyes.

Suppose three objects in a left-eye visual range image are
shown in FIG. 3a, with a rhombus 302L at the left, a circle
304L at the right and a triangle 306 in the middle. Also
suppose three objects in a right-eye visual range image are as
shown in FIG. 35, with a rhombus 302R at the right, a circle
304R at the left and a triangle 306R in the middle. Accord-
ingly, distance relationships between the three objects are
shown in FIG. 3c¢; that is, a circle 304 is closest to the eyes, a
triangle 306 is at the reference position, and a rhombus 302 is
furthest from the eyes.

With reference to FIG. 3d, supposing the left-eye visual
range image in FIG. 3a is defined as a reference image, a
horizontal distance resulting from visual difference/visual
range between same objects in the two images shown in
FIGS. 3a and 35 is referred to as a 3D depth between the two
images. It is observed that, a 3D depth of the triangle 306 is
zero since the triangles 3061, and 306R are located at the
reference position; that is, the horizontal positions of the
triangle 306 are the same in the left-eye and right-eye visual
range images. Similarly, the circle 304L in the left-eye visual
range image is at the right side and the circle 304R in the
right-eye visual range image is at the left side, therefore, a 3D
depth of the circle 304 is d1 of a negative value. Similarly, the
rhombus 302L in the left-eye visual range image is at the left
side and the rhombus 302R in the right-eye visual range
image is at the right side, therefore, a 3D depth of the rhombus
302 is d2 of a positive value.

It is to be noted that, supposing the right-eye visual range
image in FIG. 35 is defined as the reference image, a 3D depth
of'an object located near the eyes is a positive value, whereas
a 3D depth of an object located away from the object is a
negative value.

Images of video with 3D visual effects are formed by the
above 3D depth concept. Therefore, the 3D video camera and
associated control method of the present invention is realized
by implementing the above 3D depth concept.

FIG. 4 shows a schematic diagram of a 3D video camera
according to an embodiment of the present invention. Two
camera lenses 420 and 430 of the 3D video camera are of
different specifications. For example, a left camera lens being
a primary camera lens 420 is higher in grade, while a left
camera lens being a secondary camera lens 430 is lower in
grade. In this embodiment, a lower grade camera lens has a
lower resolution and thus forms smaller images, images with
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4

a less satisfactory quality, or mono-color images; however,
the lower grade camera lens has an advantage of being low in
cost.

The primary camera lens 420 comprises a primary lens
(P)422 and a primary sensing element 424; the right camera
lens 430 comprises a secondary lens (S)432 and a second
sensing element 434. The primary lens (P)422 forms an
image of an object 400 on the primary sensing element 434 to
output a primary sensing signal. The secondary lens (S)432
forms an image of the object 400 on the secondary sensing
element 434 to output a secondary sensing signal.

According to the embodiment of the present invention, the
left camera lens is the primary camera lens 420 and the right
camera lens is the secondary camera lens 430. An image
processing unit 450 receives the primary sensing signal and
the secondary sensing signal, and generates a left-eye image
428 as a reference image according to the primary sensing
signal and a first comparison image according to the second-
ary sensing signal. Thus, the first comparison image has a
lower resolution compared to that of the reference image and
therefore also has a smaller image size. Furthermore, to
obtain a preferred position comparison basis, scaling is per-
formed on the first comparison image to obtain a second
comparison image of the same size as that of the reference
image. 3D depth information is then obtained according to the
second comparison image and the reference image, and a
right-eye image 438 is reconstructed according to the refer-
ence image and the 3D depth information.

Due to the differences between specifications or quality of
the images formed by the secondary camera lens 430 and that
of the reference image generated by the primary camera lens
420, the first comparison image or the second comparison
image is merely adopted for comparison with the reference
image (the left-eye image 428) to obtain the 3D depth infor-
mation. Upon obtaining the 3D depth information, the image
processing circuit 450 reconstructs the right-eye image 438
according to the reference image (the left-eye image 428) of
a preferred quality. As a result, the reconstructed right-eye
image 438 is combined with the original left-eye image 428 to
provide a view with a clear 3D image.

FIG. 5 shows a schematic diagram of an image processing
unit according to another embodiment of the present inven-
tion. An image processing unit 450 comprises a primary
image processing circuit 451, a secondary image processing
circuit 452, apre-processing circuit 454, a 3D depth generator
456, and a 3D reconstruction unit 458. In this embodiment,
the left camera lens is the primary camera lens 420, and the
right camera lens is the secondary camera lens 430. The
primary image processing circuit 451 receives a primary
sensing signal as a left-eye image and also as a reference
image. The secondary (right) image processing circuit 452
receives a right sensing signal as a first comparison image.
The pre-processing circuit 454 scales up the first comparison
image according to a size of the left-eye image to form a
second comparison image, such that the second comparison
image has the same size as that of the left-eye image (refer-
ence image) 428.

The 3D depth generator 456 receives the second compari-
son image and the left-eye image (reference image) of the
same size, and calculates 3D depth information to be trans-
mitted to the reconstruction unit 458. The 3D reconstruction
unit 458 then reconstructs the right-eye image according to
the left-eye image (reference image) and the 3D depth infor-
mation, and outputs the left-eye image and the right-eye
image.

FIGS. 6a to 6e¢ illustrate a control method according to an
embodiment of the present invention. As shown in FIG. 6a, a
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left-eye image generated by the primary image processing
circuit 451 has a high resolution and a high quality, and serves
as areference image. The rhombus 302L is at the left side, the
circle 304L is at the right side, and the triangle 306L. is in the
middle. A first comparison image in FIG. 65 is generated by
the secondary image processing circuit 452 and may have a
lower resolution. In the first comparison image, the rhombus
302R is at the right side, the circle 304R is at the left side, and
the triangle 306R is in the middle.

The pre-processing circuit 454 up-scales the first compari-
son image to a second comparison image shown in FIG. 6¢
according to a size of the left-eye image, such that the second
comparison image has the same size as that of the left-eye
image. Obviously, since the second comparison image is
formed by scaling the first comparison image, the second
comparison image has different specifications and quality
from those of the left-eye image, and is hence not directly
used as the right-eye image.

Subsequently, the 3D depth generator 456 compares dis-
tances between the objects in the left-eye image and the
second comparison image, so as to generate 3D depth infor-
mation as shown in FIG. 6d.

Finally, the 3D reconstruction unit 458 reconstructs the
right-eye image mainly by the left-eye image and the 3D
depth information. As shown in FIG. 6e, the circle 304L in the
left-eye image is moved to the left by a distance d1 to become
acircle 304R' in the right-eye image, the thombus 302L in the
left-eye image is moved to the right by a distance d2 to
become a rhombus 302R' in the right-eye image, and the
triangle 306L in the left-eye image becomes a triangle 306R'
in the right-eye image without moving.

It is observed that, due to the high quality of the left-eye
image, the right-eye image formed by moving the objects in
the left-eye image according to the 3D depth also has the same
high quality and high resolution as the left-eye image.

FIG. 7 shows a flowchart of a method for controlling 3D
image according to an embodiment of the present invention.
In Step S702, a first eye image is obtained to serve as a
reference image according to a primary sensing signal out-
putted by a primary camera lens. In Step S704, a first com-
parison image is obtained according to a secondary sensing
signal output by a secondary camera lens. In Step 706, the first
comparison image is scaled to form a second comparison
image such that the second comparison image has the same
size as that of the reference image. In Step S708, 3D depth
information is calculated according to the second comparison
image and the reference image. In Step S710, a second eye
image is reconstructed according to the 3D depth information
and the reference image.

In the above embodiment, since the objects in the left-eye
image (reference image) and the second comparison image
are rather simple, the 3D depth generator 456 obtains the 3D
depth by comparing distances between the objects.

A calculation approach for the 3D depth generator 456 to
generate the 3D depth is described as follows. The 3D depth
generator 456 respectively divides the left-eye image (refer-
ence image) and the second comparison image into a plurality
of blocks, with each of the blocks of the left-eye image
respectively corresponding to one of the blocks of'the second
comparison image, and vice versa. The 3D depth generator
456 then compares (e.g., by distance calculation) the corre-
sponding blocks in the left-eye image and the second com-
parison image to respectively provide a block base 3D depth
as the 3D depth information. In another embodiment, more
refined sub-block base 3D depths are obtained by interpola-
tion according to the block base 3D depths, so as to serve as
the final 3D depth information. It is to be noted that, a smallest
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block unit is a pixel. More specifically, the 3D depth of each
pixel can be obtained by interpolation, such that the 3D recon-
struction unit is able to provide a high-quality and high-
resolution right-eye image according the left-eye image (ref-
erence image) and the pixel base 3D depth of each pixel.

FIG. 8 shows a schematic diagram of an image processing
circuit according to another embodiment of the present inven-
tion. A difference between this embodiment and the previous
embodiment is that, a 3D depth interpolation unit 457 is
included in this embodiment to receive block 3D depth infor-
mation output by the 3D depth generator and to output the
sub-block base 3D depth information to the 3D reconstruc-
tion unit.

In practice, certain areas cannot be simultaneously per-
ceived by both eyes when a single object is observed by both
eyes. As shown in FIG. 8, the 3D reconstruction unit 458 may
further receive the second comparison image, from which a
small area that cannot be restored from the left-eye image is
captured to complete the reconstruction. However, the small
area is unlikely to be noticed even when the reconstruction is
not performed by the 3D reconstruction unit.

It can be seen from the above description that, the present
invention can be applied to a 3D video camera comprising a
primary camera lens and a secondary camera lens to recon-
struct a left-eye image and a right-eye image of the same
quality and resolution by utilizing lenses of different grades,
thereby reducing the cost of 3D cameras. Alternatively, a 3D
video may also be formed by a high-value single lens reflex
(SLR) video camera and a common SLR video camera.

Various modifications may be made to embodiments of the
present invention. For example, the pre-processing circuit
may scale the left-eye image (reference image) so that the
scaled reference image is in the same size as that of the image
outputted by the secondary camera lens. Therefore, the 3D
depth generator may accordingly generate the 3D depth infor-
mation, and the 3D reconstruction unit may reconstruct
another eye image according to the down-scaled reference
image and the 3D depth information.

Furthermore, the present invention may also employ a lens
with a same resolution but different optical characteristics as
the secondary camera lens. As an example, a monochromatic
lens with a same resolution is utilized as the secondary cam-
era lens. Thus, the present invention further eliminates the
pre-processing circuit, such that the 3D depth generator is
directly applied to receive the images output by the primary
camera lens and the secondary camera lens without scaling
the image output by the secondary camera lens in advance.
Since image resolutions output by the primary camera lens
and the secondary camera lens are the same, the 3D depth
generator may directly compare the left-eye image with the
first comparison image to output the 3D depth information.
Alternatively, by utilizing a lens with the same resolution as
the secondary camera lens, a first image outputted by the
secondary camera lens is decolorized by the pre-processing
circuit. The 3D depth generator then receives the first eye
image and the decolorized first comparison image to output
the 3D depth information. Accordingly, in an embodiment of
a primary camera lens and a secondary camera lens with the
same resolution, the smallest block unit of a block base 3D
depth, generated by the 3D depth generator according to the
second comparison image and the first eye image, is a pixel.

Furthermore, the capability for reconstructing the left-eye
image may be optional in the 3D video camera of the present
invention. That is, the 3D video camera may only store the
left-eye image (reference image) and the 3D depth informa-
tion. When performing 3D video playback, the 3D video
camera only needs to output the left-eye image (reference
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image) and the 3D depth information to an external playback
unit (e.g., a 3D television). When the external playback unit is
equipped with a 3D reconstruction unit, the right-eye image
may be reconstructed according to the left-eye image (refer-
ence image) and the 3D depth information, so as to in
sequence present the left-eye image and the right-eye image
on a screen.

It is also observed from the above descriptions that, the 3D
depth information may also be utilized to determine a dis-
tance parameter between the object and the video camera.
More specifically, distance detection between the object and
the video camera may be performed with two camera
lenses—such an approach may be further applied to motion
detection for game consoles.

FIG. 9 shows a body controlled game system implement-
ing the present invention. The body controlled game system
comprises a game console 820 and a body detection unit 830.
The body detection unit 830 comprises a primary camera lens
832 and a secondary camera lens 834. The body detection unit
830 captures an image of a user 850, and accordingly estab-
lishes 3D depth information to obtain a distance between a
user position and the body detection unit. During the games,
the primary camera lens 832 captures user images that can be
displayed on a television or shared with friends.

3D depth information is further generated by the images
generated by the primary camera lens 832 and the secondary
camera lens 834 and transmitted to the game console 820.
When any of the limbs of the user is in motion, the 3D depth
information of associated positions changes correspondingly.
Therefore, the game console 820 transforms the change in the
3D depth information into a control signal, so as to generate
corresponding frames on a television 810.

Alternatively, the body detection unit 830 may serve as a
gesture controlled input device of the television. Distances
between vehicles, aircrafts, vessels, robots and neighboring
objects can all be detected by the body detection unit 830.

Furthermore, the present invention may be applied to real-
ize a multi-angle synchronous 3D video camera. FIG. 10
shows a schematic diagram of a multi-angle synchronous 3D
video camera 910 comprising two primary camera lenses 921
and 928 and six secondary camera lenses 923 to 927 for
capturing an object 900.

A first eye image 931 is directly generated by the first
primary camera lens 921, and an eighth eye image 938 is
directly generated by the second primary camera lens 928. A
plurality of comparison images are generated by the second-
ary camera lenses 922 to 927. Based on the image processing
technique of the present invention, a second eye image 932, a
third eye image 933, a fourth eye image 934, a fifth eye image
935, a sixth eye image 936 and a seventh eye image 937 are
generated according to the first eye image 931 or the eighth
eye image 938.

The first eye image 931 to the eighth eye image 938
received by the television are divided into seven dual-eye
image groups, which are, from left to right, a first dual-eye
image group comprising the first eye image 931 and the
second eye image 932, a second dual-eye image group com-
prising the second eye image 932 and the third eye image 933,
a third dual-eye image group comprising the third eye image
933 and the fourth eye image 934, a fourth dual-eye image
group comprising the fourth eye image 934 and the fifth eye
image 935, a fifth dual-eye image group comprising the fifth
eye image 935 and the sixth eye image 936, a sixth dual-eye
image group comprising the sixth eye image 936 and the
seventh eye image 937, and a seventh dual-eye image group
comprising the seventh eye image 937 and the eighth eye
image 938.
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Accordingly, supposing seven users are lined up from left
to right in front of the television, the television is capable of
providing the seven dual-eye image groups to correspond-
ingly the seven users, such that each user is able to perceive
the object 900 at different angles.

It is to be noted that the number of primary camera lenses
in the multi-angle synchronous 3D video camera 910 is not
limited. For example, the multi-angle synchronous 3D video
camera 910 may also be realized by one primary camera lens
and several secondary camera lenses.

The present invention may further realize a 360-degree
ring video camera. FIG. 11 shows a schematic diagram of a
360-degree ring video camera 950 comprising four primary
camera lenses 962 to 968 and eight secondary camera lenses
971 to 978 for simultaneously capturing 360-degree pan-
oramic images.

With the same principles described above, a first eye image
981 is directly generated by the first primary camera lens 962,
a fourth eye image 984 is directly generated by the second
primary camera lens 964, a seventh eye image 987 is directly
generated by the third primary camera lens 966, and a tenth
eye image 990 is directly generated by the fourth primary
camera lens 968. Next, a plurality of corresponding compari-
son images are generated by the secondary camera lenses 971
to 978. Based on the image processing technique of the
present invention, a second eye image 982, a third eye image
983, a fifth eye image 985, a sixth eye image 986, an eighth
eye image 988, a ninth eye image 989, an eleventh eye image
991 and a twelfth eye image 992 are generated according to
the first eye image 981, the fourth eye image 984, the seventh
eye image 987 or the tenth eye image 990.

Thus, a 360-degree panoramic image may be played
according to the first image 981 to the twelfth image 992.

It is an advantage of the present invention to provide a 3D
video camera and associated control method. Witha3D video
camera comprising two camera lenses of different specifica-
tions (grades), two images of different qualities are generated
and combined to form a left-eye image and a right-eye image
of the same quality, so as to provide 3D video.

While the invention has been described by way of example
and in terms of the preferred embodiment(s), it is to be under-
stood that the invention is not limited thereto. On the contrary,
it is intended to cover various modifications and similar
arrangements and procedures, and the scope of the appended
claims therefore should be accorded the broadest interpreta-
tion so as to encompass all such modifications and similar
arrangements and procedures.

What is claimed is:

1. A three-dimensional (3D) video camera, comprising:

a first camera lens configured to provide a first sensing

signal by a first sensing element;

a second camera lens configured to provide a second sens-
ing signal by a second sensing element, wherein the first
camera lens and the second camera lens have different
resolutions; and

an image processing unit configured to receive the first
sensing signal and the second sensing signal to generate
a first eye image and a first comparison image, and to
generate 3D depth information according to the first eye
image and the first comparison image,

wherein the image processing unit is configured to process
the first comparison image with reference to the first eye
image to obtain a second comparison image, and gener-
ate the 3D depth information by comparing the first eye
image and the second comparison image to calculate
horizontal distances between same objects in the first
eye image and the second comparison image resulting
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from visual differences between the same objects in the

first eye image and the second comparison image,

wherein the calculated horizontal distances represent the
3D depth information;

wherein the first comparison image is processed with scal-
ing or decolorizing before the horizontal distances rep-
resentative of 3D depth information are calculated
according to the first eye image and the first comparison
image; and

wherein the image processing unit comprises:

a first image processing circuit configured to receive the
first sensing signal to generate the first eye image;

a second image processing circuit configured to receive
the second sensing signal to generate the first com-
parison image;

a pre-processing circuit configured to receive the first
eye image and the first comparison image to generate
the second comparison image; and

a 3D depth generator configured to receive and compare
the second comparison image and the first eye image
to generate a block base 3D depth as the 3D depth
information by dividing the second comparison
image and the first eye image into a plurality of
blocks, with each of the blocks of the first eye image
respectively corresponding to one of the blocks of the
second comparison image, and vice versa, and com-
paring the corresponding blocks in the first-eye image
and the second comparison image based on a distance
calculation to respectively provide the block base 3D
depth as the 3D depth information; and

a 3D video camera further comprises a 3D depth interpo-
lation unit configured to receive the block base 3D depth
and perform an interpolation to obtain a sub-block base
3D depth as the 3D depth information.

2. The 3D video camera according to claim 1, wherein the

image processing unit is further configured to generate a
second eye image according to the first eye image and the 3D
depth information.

3. The 3D video camera according to claim 2, further

comprising a third camera lens configured to generate a third
comparison image, wherein the image processing unit is con-
figured to generate a third eye image according to the third
comparison image.

4. The 3D video camera according to claim 3, wherein the

3D video camera is a multi-angle synchronous 3D video
camera or a 360-degree ring video camera.

5. The 3D video camera according to claim 2, wherein the

image processing unit further comprises:

a 3D reconstruction unit configured to receive the first eye
image and the 3D depth information to generate the
second eye image.

6. The 3D video camera according to claim 1, wherein the

block base 3D depth is 3D depth information in a unit of a
pixel.

7. The 3D video camera according to claim 1, wherein the

image processing unit is configured to calculate the horizon-
tal distance by:

calculating a horizontal distance of zero between same
objects representative of an object positioned at a refer-
ence position with respect to the 3D video camera;
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calculating a positive horizontal distance between the same
objects representative of the object if the object is farther
away from the 3D video camera than the reference posi-
tion; and

calculating a negative horizontal distance between the

same objects representative of the object if the object is
closer to the 3D video camera than the reference object.
8. The 3D video camera according to claim 1, wherein the
3D video camera is a multi-angle synchronous 3D video
camera or a 360-degree ring video camera.
9. The 3D video camera according to claim 1, wherein the
second camera lens has a lower grade than the first camera
lens so as to form images of lower resolution and lesser
quality than the first camera lens.
10. A method for controlling a 3D video camera, compris-
ing:
obtaining a first eye image according to a first sensing
signal provided by a first sensing element coupled with
a first camera lens;

obtaining a first comparison image according to a second
sensing signal provided by a second sensing element
coupled with a second camera lens, wherein the first
camera lens and the second camera lens have different
resolutions;

processing the first comparison image with reference to the

first eye image to obtain a second comparison image;
processing the first comparison image with scaling or
decolorizing; then
generating 3D depth information by comparing the first
eye image and the second comparison image to calculate
horizontal distances between same objects in the first
eye image and the second comparison image resulting
from visual differences between the same objects in the
first eye image and the second comparison image,
wherein the calculated horizontal distances represent the
3D depth information, wherein the generating the 3D
depth information comprises dividing the second com-
parison image into a plurality of comparison blocks,
dividing the first eye image into a plurality of first
blocks, and comparing distances between the compari-
son blocks and the corresponding first blocks to obtain a
block base 3D depth as the 3D depth information; and

performing an interpolation on the block base 3D depth to
obtain a sub-block base 3D depth as the 3D depth infor-
mation.

11. The method according to claim 10, further comprising
generating a second eye image according to the first eye
image and the 3D depth information.

12. The method according to claim 10, further comprising:

obtaining a third comparison image according to a third

camera lens; and

obtaining a third eye image according to the third compari-

son image and the first eye image.

13. The method according to claim 12, wherein the 3D
video camera is a multi-angle synchronous 3D video camera
or a 360-degree ring video camera.

14. The method according to claim 10, wherein the 3D
video camera is a body detection unit for outputting the 3D
depth information and a reference signal to a game console,
and the game console transforms a change in the 3D depth
information into a control signal to generate a corresponding
image on a television.
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